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Q U E S T I O N S  W E ’ L L  T R Y  T O  A N S W E R

• Who? 

• Why? 

• How? 

• Did it work?

(DD) - Early. Coffee hasn’t kicked in. 
- You have questions, we have answers



(DD) - Distance 
- Introductions



(DD) - Web Communications team, a web production shop located within the IT department at Weill Cornell.   
- responsible for design and development of web sites for org units for all three missions of the college 
- cost recovery



T H E  D E C I S I O N

(DD) - Three stage decision process spanning over a year.



T H I S  I S  W H AT  T H E  W E B  L O O K S  L I K E  
AT  W E I L L  C O R N E L L .

1 0 2  V I R T U A L  H O S T S .  3 0 0 +  D O M A I N S .  A L M O S T  A L L  S TA T I C  H T M L .

(DD) This is, sadly, a pretty recent photo of our web server.  Over 100 virtual hosts chugging away on a dual-node 
Apache cluster.  Almost entirely static HTML, with some lightweight CMS systems spitting out…static HTML.  One 
enterprise CMS system spitting out…static HTML. 
!
We’ve known for a while we needed to go to something more modern, and after some market research in early 
2012, we settled on Drupal.



(DD)  
- Hosting -> to the cloud.   
- It’s a lot of sites, a lot of development, a lot of moving parts 
- in a perfect world we’d have a whole team of Drupal-knowledgable LAMP sysadmins



M U LT I - S I T E  
O R  
M U LT I - I N S TA L L ?

T H E  B I G  Q U E S T I O N

S I T E  A

S I T E  B

S I T E  C

S I T E  A

S I T E  B

S I T E  C

(DD)  
- Our vendor search took us to both Acquia and Pantheon 
- A significant fork in the road: do we go with multi-site, and minimize the number of installations, or multi-install, 
and keep it one site to one codebase. 
- needed to make sure we standardized site form and function  
- something to help drive down our implementation times (and eventual cost to departments).   
- spent a lot of time with this, and it came down to five key points.



D I F F E R E N T  S H A P E D  S I T E S
C O N S I D E R A T I O N  # 1

(JH) 
 • Old model was built off of several different website models 
 • Built for different reasons at different times (.edu homepage different from CT surgery page; CT surgery is 
different than HR, HR different than Undergraduate program site, etc.) 
 • Differences seemed to be more in content regardless of audience/goals 
 • Different audiences should result in varying goals and thus alternate methods to target those goals (last 
time WCMC homepage was built, 21 target audiences were identified 
 • Some overlaps but those methods require varying functions 
 • The general multi-site page on drupal.org says to not use multisite if you have different functioning sites, 
so this was nearly enough on its own.



A R C H I T E C T U R E
C O N S I D E R A T I O N  # 2

(CH)  
- part of the reason we wanted to go to the cloud was to avoid having to spend a lot of time on server architecture 
and tuning. 
- multi-site: have to carve out sites in existing production installs, carefully considering resource usage and how 
many sites that particular piece of hardware could endure.   
- different clients and different business drivers made this an area of uncertainty. 
-multi-install: click a button and there’s a new site 5 minutes later.  It doesn’t share resources, it doesn’t require long 
term resource planning (outside of a hosting tier).  Pretty painless.



L E T T I N G  O T H E R S  I N
C O N S I D E R A T I O N  # 3

(DD) 
- We are not the only people who need to build websites for WCMC, but we are the ones setting standards.   
- How do we let the anonymous (but very happy) Freelance Web Designer in to work on the site she got contracted 
for, while letting the Technically Savvy Research Lab build their own - while we go about our business? 
- multi-site: everyone’s working off the same codebase.  Release, rights management, upgrading, debugging site 
outages all get much harder as the number of devs increase.  Big increase in management overhead. 
!
- Multi-install: everyone gets their own access, and they can’t impact everyone else’s site.  Push down from 
upstream source repository when there’s an update, which can be accepted by whoever’s maintaining the site.



U P D AT I N G  C O R E
C O N S I D E R A T I O N  # 4

(CH) Fourth.  Core. 
!
This may seem counter-intuitive - wouldn’t updating core just a few times be easier than updating it on more, 
smaller installs? 
!
It was definitely a concern, but then we considered what that upgrade process would actually look like: 
!
Multi-site: schedule multiple sites down at once, throw entire install into maintenance mode, apply necessary 
updates to sites one by one, do a lot of testing. 
!
Multi-install: schedule independently, update independently, less opportunity to break multiple sites with a single 



F I N A N C E S
C O N S I D E R A T I O N  # 5

(DD) Finally, finances.  We operate in a cost-recovery model - but not that I’m not saying “profit” here.  We’re not 
trying to buy yachts for the team - what’s critical here was a model that makes sense for passing back to users.  And 
this has a lot to do with how the vendors structure their offerings. 
!
In a multi-site model, you’re paying for servers with a fixed capacity.  So take the cost of the server, add optional 
support packages - well, maybe, it depends on the site - divide by the number of sites that are on it, scale by 
expected traffic and empty tenant slots, multiply by the shared annual infrastructure costs and our overhead, and…
ugh. 
!
In multi-install model: you pay for a site with a fixed capacity.  There’s still overhead and base plan costs, but it’s a 
very understandable unit for business folks.  Here is your site, it costs X a year. 



T H E  F I N A L  P I T C H

• Distributions let us ensure that all sites of a similar 
shape receive similar functions.   

• Immense gains in UX consistency as standardized UI 
elements can be reused. 

• Organizational units will maintain their independence 
over their content and their hosting plans.

(DD) So all that said, we pitched multi-install instead of multi-site. 
!
The overarching theme was that we wanted to benefit from a solid foundation while maintaining independence in 
the right spots.  We still knew we could gain consistency and standardization that most people associate with multi-
site if we spent the time on building the distribution as a product.



A P P R O V E D .  
( N O W  W H AT ? )

(DD) The bosses bought in. 
!
Now came the hard part. What do we do?



– D A N ,  I N  A  M O M E N T  O F  J O B S - I A N  M A D N E S S

“Let’s build the best Drupal distribution in Higher Education.” 

(DD) I may have gotten a little visionary and made a grandiose statement like “best Drupal distribution”. 
!
But that was our kickoff, aiming high for what we’ve called WCMC Drupal.  And we wanted to make sure we built in 
a few things.



B U I L D  S U P P O R T  F O R  O U R  P R O D U C T I O N  
P R O C E S S

A U D I E N C E

G O A L S

C O N T E N T

(JH)  
 • Refocus site builds on users – Audience -> Goals -> Content (in that order) 
 • Tell this to every client – [broken record] 
 • We needed our distribution to support this 
 • Initial step was to have an intuitive design system for consistent and optimal UX through intuitive UI



B U I L D  T O  O U R  E V O LV I N G  B E S T  P R A C T I C E S

R E S P O N S I V E  D E S I G N

C O N T E N T  D I S T R I B U T I O N

C O N S I S T E N T  N AV I G AT I O N

B R A N D  S T R AT E G Y

(JH)  
 • Consistent Navigation: 
 ◦ Multiple Doorways to the site 
 ◦ Allow a user to explore (not get lost) 
 ◦ Improvement over inverted L 
 ◦ Must lend to responsive 
 • Content Distribution: 
 ◦ Rethink how content is positioned within website 
 ◦ Use homepage to drive users to functions (global functions) 
 ◦ How do users digest text and images 
 ◦ Types of media (are there consistencies we should estate?) 



B U I L D  I N  K E Y  F E AT U R E S

(CH)



B U I L D  A  G R E AT  S TA R T  S TAT E

(MM) Spinning up a vanilla Drupal site can leave you with lots of base configuration work still to do to make the site 
usable and ready for production. 
!
We wanted that out of the box. We wanted someone to get as close as possible to a great WCMC website without 
doing anything.  So all those functions on the last page, we wanted to make them easily available 



PA N O P O LY
T H E  D R U PA L  D I S T R I B U T I O N  F O R  D R U PA L  D I S T R I B U T I O N S

(MM) One of the primary decisions we made during development was to use the Panopoly framework as the base 
for our distribution. 
!
Panopoly provides a curated set of best practice contributed modules. <https://drupal.org/node/1717680> 
!
It ties together a robust panels-based workflow for the placement and display of content, nice utilities such as 
media management tools, and provides a vastly superior administration experience for both the site builder and 
end user.



B A S E  I N S TA L L E D  M O D U L E  C O U N T

VA N I L L A  D R U PA L  
7 . X

W C M C  D R U PA L  
1 . 0

I N S TA L L E D 4 1 1 8 0

E N A B L E D 2 2 9 8

C U S T O M 0 1 2

(MM)  
- Plugged in our own code by creating a custom base theme and a set of modules and custom panes.  
- Used features wherever we could. 
- This is a lot, but the number should reduce over time (as there’s some example modules in the count)



(MM) With a foundation set, the next step was to develop a profile to handle most of the configuration steps upon 
installation. 
!
The installation profile installs and configures our modules, creates user roles and permissions, and applies our base 
theme. 



F I R S T  I M P L E M E N TAT I O N

(JH)  
 • We took the dive. So it begins. Planning turned to action. 
 • Radiation Oncology was first department



R A D I AT I O N  O N C O L O G Y
C O R N E L L R A D I A T I O N O N C O L O G Y. O R G

(JH)  
 • Resulting site captured all of our core exercises in site integration 
 • Learning as we built it 
 • Building for the new CMS, we were fine-tuning our distro as we built functions that would be eventually 
wrapped into it 
 • Our processes were historically built around static sites and required rethinking 
 • Required a repaired production strategy between us and the client that was more 360 degrees 
 • Production time was extended for R&D, settling production methods and normal production 
 • Wasn’t a hard sell to clients – it was beautiful.

http://cornellradiationoncology.org


P O I N T S  O F  R E F L E C T I O N

• Design 

• Information Architecture 

• Collaboration

(JH) 
 • Following launch, we started to do some lessons learned in regard to: 
 • Design 
 • IA 
 • Collaboration (between the team and between the team and the client)



D E S I G N  
Q U E S T I O N S

• How did we adapt a catch-
all architecture for a 
specific department? 

• How could we streamline 
the design process with 
the distro? 

• What happened when a 
design concept doesn’t 
work?

(JH) 
 • How we adapt a catch-all architecture for a specific department? Answer bullets below 
 ◦ We had to communicate the optimizations and desired ‘limitations’ (navigation tree) to the client and demo 
– and demo again 
 ◦ Looked at their content first  and got them involved in the process more so than in the past 
 • Streamline design process with a distro? Answers bullets below 
 ◦ We found that we did not collect enough information up front (content types) 
 ◦ Going back to our content strategy: we hadn’t though through how the content types could interact fully 
from homepage to interior and laterally between pages 
 ◦ More communication and information gathering in the planning phase 
 ◦ Rethink timelines and how to layer milestones 



I A  Q U E S T I O N S

• Did we capture every 
content type during 
project discovery? 

• How should pages 
interconnect? 

• What can we reuse?

(MM) 



C O L L A B O R AT I O N  
Q U E S T I O N S

• How did the Producer 
collaborate with the 
Designer? 

• How did the Producer 
interface with the Client?

B R I L L I A N T  
V I S U A L  

M E TA P H O R  
F O R  

“ C O L L A B O R AT I O N ”  
G O E S  
H E R E

(JH)  
 • How did the Producer Collaborate with Designer? 
 ◦ Rethink the roles as historically the designer was one-man-army (now we have a specialist) 
 ◦ Information gathering on the front end 
 ◦ Review of design with producer to ensure it takes advantage of the CMS 
 ◦ Understanding where we can turn a new design concept and bake it into our future distr. 
 • How did Producer Interface with Client? 
 ◦ Understanding client involves understanding their audiences and goals and shaping our future distros’s for 
that (example, student, research, mission sites) 
 ◦ Producer needed to be more involved directly with client – ask the required questions 
 ◦ Content efficiencies and standardizing that content receipt 



– J E F F  P F L U E G E R ,  PA N T H E O N

“I have to say I was super impressed with the work 
that the team is doing there! I told [the team] that 

the distro they developed is the best we've seen on 
Pantheon One. We are looking forward to seeing 

the sites as they roll out!” 

(DD) We got a small bit of a lift around the time this project was closing, when we had a site visit from our reps at 
Pantheon and they provided some praise that we were quite honored to receive. 
!
So I guess my Jobs-esqe quote wasn’t TOO ridiculous.



T H E  F U T U R E  
( A N D  TA K E A W AY S )



W C M C  D R U PA L  R O A D M A P

2 . 0  
J A N U A R Y  2 0 1 4

3 . 0  
A P R I L  2 0 1 4

4 . 0  
J U LY  2 0 1 4

F U T U R E  R E L E A S E S

3  A D D I T I O N A L  S H A R E D  C O N T E N T  T Y P E S  
S O C I A L  M E D I A  I N T E G R AT I O N  

N AV I G AT I O N  F I X E S

D I R E C T O R Y  &  P R O F I L E  I N T E G R AT I O N  
S H I B B O L E T H  L O G I N S  

E M E R G E N C Y  B A N N E R  T O G G L E

S T U D E N T  G R O U P S  T H E M E  
R E S E A R C H  L A B S  T H E M E  

A U T H E N T I C AT E D  C O N T E N T

C O M M E N T I N G  
C O N T E N T  A P P R O VA L  W O R K F L O W S  

M O V E  C O R E  T O  D R U PA L  8  
5 0 8  A C C E S S I B I L I T Y  C O M P L I A N C E  

C U S T O M  M O D U L E S  F O R  C O M M O N  A C T I O N S

We’re planning quarterly releases (we’re code naming them after delicious whiskeys) to keep adding functions to 
our base.  And again, we can push down these updates from our master repository to individual sites as the time is 
right. 
!
Briefly:  
!
2.0 will feature some additional content types we couldn’t get to in the initial release - a strong news module, a 
representation of a person, and such. 
!
3.0 is really about integration with other systems. We have two faculty profile systems and a new online directory 
that we want to be able to pull data from, and those are critical to sharing of content. 



G I T F L O W  &  M U LT I D E V

Gitflow is being used to get features that are currently in development for the distro into site development 
pipelines, so that we don’t have to wait for a full release if something is ready sooner. 
!
MultiDev is something we’re not currently using, but are planning on it for the larger sites to ensure that multiple 
developer branches can be worked on simultaneously.



B U I L D  A  
D I S T R O  I F…

• You’re a production shop. 

• You expect to build a lot of 
independent sites but 
need a common base 
platform. 

• You have a common set of 
modules you need to roll 
out for every site.

D O N ’ T  B U I L D  
A  D I S T R O  I F…

• You work on a single site. 

• You have a couple of sites, 
all run by the same group 
and operating in a similar 
manner. 

• You can’t devote time to 
continued development.



I F  Y O U  D O  B U I L D  O N E …

• Use Panopoly as a distribution to build off of. 

• Do your research for design & features before you start 
building sites. 

• Plan it like a product.



Q U E S T I O N S ?
T H A N K S  F O R  L I S T E N I N G .


